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ABSTRACT: The Telluride Neuromorphic Cognition Engineering Workshop is internally conflicted between its roots in hardware-based neuromorphic engineering and its renewed mission to include cognitive research. We propose to study the cognitive field of Natural Language Processing (NLP) using spiking neurons simulated on neuromorphic chips in our workgroup. In terms of our fundamental hearing, vision, olfactory and motor systems, animals routinely outperform humans. However humans are the only creatures with powerful NLP capabilities. An underemphasized issue in the NLP community is the neuromorphic and bio-inspired considerations of the NLP computation itself, as well as the necessary knowledge representations and learning mechanisms. The workgroup organizers include an expert in neuromorphic spike-based systems (Harris) and an expert in Natural Language Processing and Neural Modeling (Huyck). 
PROPOSAL: We propose to study neuromorphic NLP by (1) better understanding the language computation in the brain and (2) by building bio-inspired real-time NLP systems. Such constraints are typically ignored by the NLP community. Through the years, various workgroups at Telluride have struggled with speech recognition using spike-based methodologies, custom cochlea sensors and other approaches. Obviously these are very challenging problems and there is so much we need to learn. At the same time the world has advanced to the point where many people use speech to interact with the smartphones they carry in their pockets.  So input to the NLP systems will use off-the-shelf speech processing modules or text as input and output. This topic will have tremendous overlap with other participants and workgroups, particularly with Cornelia Fermüller’s group that uses language to better understand visual scenes. We propose that the NLP system be implemented in a spike-based architecture using PyNN and Nest, Brian, or SpiNNaker.

STUDENT PROJECTS: The typical student project will work with speech input and output in realtime using whatever appropriate hardware for the problem, including laptops, smartphones and microcontrollers embedded in robots. Appropriate toolkits and modules will be assembled for students use including Nest, Brian, PyNN, and SpiNNaker. Possible projects range from application driven to more theoretical studies. Some examples include: 
· Robot control using language
· Automatic summarization or question-answering from a spoken story.

· A system that could listen to a Telluride lecture and automatically ask questions of the audience to make sure they are paying attention. 

· Creating a rudimentary spike-based NLP system, possibly interfaced with jAER or a neuromorphic architecture
· Using Cell Assemblies to learn finite state automata
· Chat-bot agents that can converse on a topic
