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1. Search and State Spaces
(a)
The eight queens puzzle attempts to place eight chess queens on a standard 8x8 chess board so that no queen can take another.  What is the size of the search space for the eight queens puzzle?  Explain your reasoning.
(6 marks)
Marking scheme: 

2 points for having something reasonable

2 points for something relatively close (e.g. 10^8)

2 points for reasonable explanation.

Sample answer:

A simple way to calculate this is that each queen can be placed in any of the 8 places in a given row.  So, there are 8^8 possible states, though most are invalid.  That’s less than 10^8 which is 100,000,000. 
(b)
Describe an exhaustive search algorithm for the eight queens problem.  You may write pseudo-code. 
(7 marks)
Marking scheme: 

3 points for a reasonable solution.
4 points for a correct solution
Sample answer:

A simple answer would just be 8 embedded loops.  Loop through the 8 positions for the first queen, inside that loop through the 8 positions for the second queen and so forth until the eighth queen is placed.  This could go through all 8^8 states, but would still need a check that no queen took another.  This  function (which would just take the current positions and return a boolean) could be used at the beginning of the first 6 nested loops.  So, if trying the first queen in the 1st row, and the 2nd queen in the first row, it would notice a conflict, and not need to explore all of the remaining nestings with these initial two positions.  Moreover, the function would need to return the correct values of correct solutions.  The inner most loop could just print these out; it could return the first correct result; or it could accumulate all correct results and return them at the end. 
(c)
Describe the steepest ascent hill climbing.  Include an example.  
(7 marks)

Marking scheme: 

2 points for reasonable explanation
2 points for complete and correct explanation
3 points for example
Sample answer:

From a point in the state space, look at all adjacent points.  Evaluate all of them and choose the best one.  Make that the new point.  Repeat until there is no improvement.  A simple example would be to optimise the product of 2 integers between 1 and 10.  If we started with 5,6 we would evaluate the adjacent states of (4,6->24), (6,6->36), (5,5->25) and (5,7->35).  We would make the 6,6 the new point, finding a tie between (7,6->42), and (6,7->42) in the next step.  Selecting (6,7) randomly, we would the move to (7,7), (7,8 randomly), and eventually on to (10,10).
(d)
Why does steepest ascent hill climbing often give poor results? 
(5 marks)

Marking scheme: 

3 points for local maxima.
2 points for regularity or a solid explanation.
Sample answer:

In the case of the product of 2 integers between 1 and 10, this provides the optimum result.  This is a very regular and simple search space.  Other search spaces have many local maxima, and the system will get stuck there.  A simple example is actual mountain topology.  If you go up the fastest way, you often get stuck on a small hill top.  
2. Knowledge Representation
(a)
Draw a Semantic Net to describe tableware (e.g. cups and knives).  Use at least 12 nodes and 3 types of arcs.  Include the most important types of arcs for this net.
(10 marks)

Marking scheme: 

2 points for 

3 points for )

3 points for .

Sample answer:

It 
 (b)
 Using Frames, modify your tableware example to include table settings.
(5 marks)

Marking scheme: 

2 points for 

3 points for )

3 points for .

Sample answer:

It 
 (c) Write a first order logic formula that instantiates class inheritance.  (You do not need to include feature inheritance.)
 (10 marks)

Marking scheme: 

3 points for if then rule 
2 points for variables
2 points for parent function

3 points for exists.

Note the sample answer is an example, and other formalisms will work.

Sample answer:

Exists(A,B,C)(parent(A,B) and parent(B,C) -> parent (A,C))
3. Machine Learning 
(a) The standard categorisation task is Irises.  Irises are represented by 4 features, and fall into three categories.  Here is one of each of categories:


5.1,3.5,1.4,0.2,Iris-setosa


7.0,3.2,4.7,1.4,Iris-versicolor


6.3,3.3,6.0,2.5,Iris-virginica


Here is an uncategorised iris: 

6.4,3.2,4.5,1.5



Using Euclidean distance, calculate which of the categorised Irises is closest to the uncategorised Iris. Show your work.

(6 marks)

Marking scheme: 

3 points for correct answer
3 points for correct calculation (sqrt calc not needed)
Sample answer:

Sqrt((6.4-5.1)^2 + (3.2-3.1)^2 + (4.5 -4.0)^2 + (1.5-0.2)^2) setosa =
Sqrt (1.3^2 + 0.1 ^2 + .5^2 + 1.3^2) = 

Sqrt (1.69+.01 +.25 +1.69) = sqrt (2.95+.69) = sqrt(3.64) setosa
Sqrt((6.4-7.0)^2 + (3.2-3.2)^2 + (4.5 -4.7)^2 + (1.5-1.4)^2) versicolor =

Sqrt(.6^2+0+.2^2+.1^2)= 

Sqrt(.36+.04+.01) = sqrt(.41) versicolor

Sqrt((6.4-6.3)^2 + (3.2-3.3)^2 + (4.5 -6.0)^2 + (1.5-2.5)^2) virginica =

Sqrt(.1^2 + .1 ^2 +1.5^2+1^2) =

Sqrt(.01+.01+2.25+1) = sqrt(3.26) virginica

Sqrt(.41) < sqrt(3.26) < sqrt(3.64)

Using this algorithm, the answer is versicolor.  If you look at the data (which of course you can’t in the exam) this is in fact correct.

(b) The Iris data set consists of 150 irises, 50 of each sort.  How would you do a 2-fold test using Euclidean distance?
(7 marks)

Marking scheme: 

3 points for how to categorise one item
4 points for a correct 2-fold.
Sample answer:

You’d split the training data in half with 25 of each class in each half.  Let’s call them data and dataB.  You go through each item in dataB and see which item is closest (via Euclidean distance) in dataA.  The dataB item will be categorised as the closest data item.  That’s the first fold.  You then run the test again, but you go through each item in dataA, categorising by the closest item in dataB.  The result would be the sum of the two.
(c) Could one use a Multi-Layer Perceptron to categorise this data?  If so, describe a reasonable MLP network.  If not, explain why not.
(8 marks)

Marking scheme: 

2 points for reasonable output.
2 points for good output
2 points for four input nodes.

2 points for hidden layer.

Possibly other points up to a total of 6 for ideas about transfer functions, and more than 3 layers.

Sample answer:

Yes, of course you can use an MLP to categorise.  The tricky bit is how to categorise from the output.  I think the best way to do this is to have two binary output neurons; the first says if it’s category setosa or not, and the second says that if it’s not setosa, is either virginica?  If it’s neither setosa or virginica it’s versicolor.  (It turns out that it’s easy to separate setosa from the others, but difficult to separate virginica from versicolor.  The student is not expected to know this.  However, binary outputs are better.  A continuous value output works, but is not as good.  Similarly three binary outputs also work, but are less good.)  As there are four input features, there should be four input neurons.  A reasonable place to explore is in the number of hidden nodes.  As the data set is small, you wouldn’t want too many or there would be over fitting.  A number around four seems reasonable.
(d) If someone argued that a Deep Belief Net is always the best solution, how would you reply?
(4 marks)

Marking scheme: 

2 points for no free lunch
2 points for expanding and including there’s probably not enough data for a deep belief net.

Sample answer:

You should reply, there is no free lunch.  That is, no algorithm is always the best solution.  Moreover, in this case, there is not very much data (only 150 items), and deep belief net really only work well when there is a lot of data.
4. Applications 
(a)
Two common early mechanisms for early vision processing are line detection and edge detection.   Describe how these differ.  You may describe an algorithm for both, but you may just describe how the algorithms might differ.
(8 marks)

Marking scheme: 

4 points for scanning
4 points for duration of change.
Other points up to 6 for related issues like combining points, blending, and angles of edges and lines.
Sample answer:

The key difference is that for lines, you only want to see a brief transition, while in edges you want to see a much longer transition.  Imagine you are looking for vertical lines.  You would go across the image horizontally, and see where it made a large change, but then returned quickly to near the original value.  For an edge, you would look for a much longer change, perhaps until the edge of the image.  If you’re looking for other angles than vertical, you just change your direction of scanning.  (I’ve not mentioned the related points of combining points from different sweeps and then small lines, or blending nearby points to reduce imaging errors).
(b)
A chatbot or chatterbot is also called a conversational agent.  How would you develop a simple chatbot for a user to interact with their bank account?
(8 marks)
Marking scheme: 

3 points for reasonable solution 

3 points for FSA.
2 points for other issues like complexity and testing.
Sample answer:

A simple way to make a chatbot is to use a finite state automata in response to text commands.  The system could move through the really simple conversation by following the automata.  If the user was having difficulty, the system could prompt them for possible answers.  More complex solutions like context free parsing, and dialogue management are unnecessary.  You really do want to test the system with potential users.  Speech recognition may be used to replace text commands but may have errors, and is more complex.
(c)
In the 70s expert systems (typically rule based or case based systems) were the most widely use AI applications.  Vision, robotics, cognitive modelling, natural language processing and data mining are now widely used applications.  What has changed since the 70s to enable these systems to be industrially viable?
(7 marks)

Marking scheme: 

2 points for Moore
3 points for improved application specific algorithms
2 points for machine learning
I’m also open to a good answer that I’ve not anticipated.

Sample answer:

Several factors have led to the improvement in these complex applications.  One obvious factor is the vastly improved speed of computation and memory capacity.  However, advances in AI itself have probably contributed more.  The use of machine learning techniques to learn from large data sets, the collection of these data sets, and the quality of these data sets has made an extensive contribution.  Moreover, in each of these domains an expansion of domain specific knowledge has led to vastly improved behaviour.  For example, researchers have developed a host of techniques and mathematical models for both low level vision, and higher level vision functions.
