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Abstract:
In this paper we are focusing on the process elicitation stage of process modelling which is crucial. The aim is to aid both the modeller and the process user in process elicitation. For those who carry out the process (process actors) it is much more natural and easy to describe what they do in natural language, but it is inevitable that many of these descriptions will contain ambiguity. If the natural language description can be automatically converted into a graphical form, which is also executable, then these executable models can be presented to the process actors and easily verified by demonstration. 
A small prototype system was developed that takes a natural language (NL) description as input and converts it into a formal notation, RolEnact [1] which can be executed. RolEnact has a simple Windows interface where each role is represented by a window, showing the actions and the interactions carried out by that role at any given time. This enables one to observe the process behaviour by stepping through the model.
The NL subsystem was developed in the GATE [3] architecture, which enabled rapid development. The subsystem consists of a number of modules, a tokenizer, a sentence splitter, the Brill part of speech tagger [2], a gazetteer, the Plink parser [5] and a process model generator. In the prototype, changes or modifications that had to be applied to the formal notation could be easily achieved by passing the modified natural language model through the system. The system can be further used for model verification where the modeller and the end-user run through different process scenarios observing the behaviour of the model. Having natural language input makes the system usable by almost anyone. 

So far, the system has only been tested on simple, innately small domains. Further work will be required on the NL subsystem, particularly the process model generator in order to deal with more complex domains. The domain model is of particular interest because domain knowledge is needed for effective NL processing. However, the model is being generated by the NL subsystem in the form of a RolEnact model and therefore, the formal modelling language and the NL system are aiding each other.
References

[1]
Abeysinghe, G.K., Henderson, P., Phalp, K.T., and Walters, R.J., (1998), RolEnact: Enactable Models of Business processes, Information and Software Technology, volume 40(3), 1998.                                     [2]
Brill, E., (1994), Some advances in transformation-based part of speech tagging, Proceedings of AAAI, 1994.                             
























     [3]
Cunningham, H., Wilks, H., and Gaizauskas R., (1996), GATE: A General Architecture for Text Engineering, CoLing, 1996.






















     [4]
Huyck, C.R., (1994), PLINK: An intelligent Natural Language Parser, University of Michigan technical report, CSE-TR-218-94.
