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1. State Spaces
(a)
A case based reasoning system uses cases that have 10 binary variables.  What is the size of the search space?
(6 marks)

Marking scheme: 

2 for reasonable 100-10000
2 for close around 1000

2 for correct

Sample answer:

There are 10 binary values, each with 2.  They’re independent, so the answer is 2^10, which is 1024.
(b)
Would a depth first search of this search space be appropriate for a case based reasoning system?
Why or why not?
(8 marks)

Marking scheme:

3 for no
3 for no reason to search

2 reasonable proper metric

Sample answer: 
No, a depth first search wouldn’t work.  You could do a direct comparison, or a nearness metric (in this case number of variables shared), or a weighted nearness metric.  You could even use a decision tree.  A depth first search doesn’t work because it’s not clear what you are searching for.  
(c)
For the system in part (a), if an expert could generate a unique case every minute, what would be a good similarity metric for the case based reasoning system?
(5 marks)

Marking scheme: 

2 for reasonable answer (e.g. edit distance) or exact match

3 for exact match (5 in total)
Sample answer: 
That would mean that an expert could generate all the cases in 1024 minutes, which is well under a day (or two full days working).  So, the correct similarity metric is exact match.  Just have the expert generate all the cases and just trot out the answers the expert gives.
(d)
If the cases were based on 20 binary variables, what would be a good similarity metric for the case based reasoning system?
(5 marks)

Marking scheme: 

3 reasonable answer including shared features, but also weighted shared features or a decision tree.

2 number of shared features
Sample answer: 
Here there would be 2^20 or roughly a million cases.  An expert would take ~5 years working full time to generate all the cases.   So, we need a metric that actually returns similar things.  In this case, it would be good if you counted the number of features that matched and chose the closest one.  If more than one matched at the same value, you might produce all the answers and let the user choose.
2. Knowledge Representation 
(a)  Here is a statement:  If Britain leaves the EU, Britain will be economically worse off.  Write a logic formula, and a logic table for this statement.  Describe a case when the statement is false.
(9 marks)

Marking scheme: 

1 points for if

2 points for correct formula

2 points for logic table

2 points for correct logic table

2 points for description

Sample answer: 

If leaveEU(Britain) -> worseOffEconomically(Britain)
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(b)  Draw a Frame System for sentences about eating.  Include at least 10 frames.
(8 marks)

Marking scheme: 

2 points for frames

2 points for 10 frames

2 points for inheritance

2 points for reasonable answer

Sample answer: 
IS-A lines by level going up
Level 1 Eat/Actor:Animate/Object:Plant

Level 2 Eat/Actor:Human/Object(blank)/Instrument:Hands





Eat/Actor:Dog/Object:DogFood





Eat/Actor:Cat/Object:CatFood

Level3 all to EatHuman

Eat/Actor:Human/Object:ChineseFood/Instrument:Chopsticks

Eat(Italian)/Actor:Human/Object:ItalianFood/Instrument:Knife,Fork,andSpoon

Eat(Breakfast)/Actor:Human/Object:Cereal/Instrument:Spoon/Time:Morning

Level 4 (To EatBreakfast) Eat/Actor:Human/Object:Pancakes/Instrument:KnifeAndFork

(To EatItalian) Eat(Pizza)/Actor:Human/Object:Pizza/Instrument:Hands

Level 5 instance to EatPizza Eat/Actor:Chris/Object:Pizza/Instance:KnifeAndFork/Time:LunchToday

(c)  Write a rule based system to print out the numbers from 13 to 21. 
(8 marks)

Marking scheme: 

2 points for rules  ( a wide range of formats works)
2 points for printing

1 points for ordering

3 points for correct  (you can just do it with 8 rules)

Sample answer:

Value = 13
if (value=x) & (x <= 21) -> print x & (remove x) & (assert (x+1))
3. Machine Learning 
(a) What is a perceptron? 
(7 marks)

Marking scheme: 

2 points for transfer function
2 points for summing inputs

2 points for weighting the inputs

1 points for single output 

Sample answer: 
A perceptron is a computational element inspired by neurons.  It takes several inputs weighted, and then added together.  It then passes that sum through a transfer function (for example a linear function) to produce a single output.
(b) Here is an equation in 10 variables: (((3A+2B)/C)**D)*(((E/F)*G) - (5H*I))/J == -0.491045887.  If you were to develop a Genetic Algorithm to find the solution, what would the evaluation function be?  The inputs are all integers between -200 and 200. What would the genes look like?  What operators would you use to make new population members?
(9 marks)

Marking scheme: 

3 points for the function is the evaluation function (partial points for other reasonable function)

3 points for 10 genes
3 points for the standard operators of mutation and cross over.

Sample answer: 
While a range of evaluation functions might work, a good start would be the function itself.  A population member would be made up of 10 genes, each with an integer value between -200 and 200.  The standard operators that are used are cross-over and mutation.  These should work on this task.  
(c) What is a 10 fold cross-validation test?  Why is it a good mechanism to test an algorithm on a data set of several hundred items?  
(9 marks)

Marking scheme: 

2 points for breaking the data into 10 sets.

2 points for training a system

2 points for including both 1/9 and 9/1
3 points for it’s good because of generalizability

Sample answer: 
A 10 fold test takes the data set and divides it into 10 roughly equal parts.  It then trains a classifier on 9 of the parts and tests on the remaining one.  It then repeats this process 10 times, each time leaving a different part out.  Alternately, you might train on 1 and test on 9 parts, but you would do this 10 times.  It’s good because it supports the generalizability of the final solution;  that is, it should work on new data outside the original data set, assuming it is similar to the data in the original set.
4. Applications 
(a)
How does computer vision relate to biological vision?
(9 marks)

Marking scheme: 

3 points for areas of different sensors
2 points for different processors

2 point for different tasks

2 points for artificial being inspired by biology  

(it should be relatively easy to get points on this one.)

Sample answer: 
Human visual sensor biology (the eye) differs from mechanical sensors (cameras).  Human visual processing (retina, LGN, visual cortex and beyond) inspires many artificial processors, but is, in general quite different.  Most artificial processors are based around line detection.  Moreover, most artificial vision system focus on a single picture, while the task for humans is typically a dynamic environment.  However , as artificial vision systems advance, they are taking more and more inspiration from biology.  For example, deep nets for vision are taking advantage of visual fields.
 (b)
Here is a sentence: John bought the book The Jungle last Friday.  Draw a syntax tree of this sentence.  Draw a semantic frame for this sentence.
(8 marks)

Marking scheme:

2 points for syntax tree  (bracketing works)
2 points for for correct tree

2 points for frame

2 points for correct frame

Sample answer: 






Frame

Root bought
Actor john

Object the book The Jungle

Time last Friday
 (c)  A four-armed bandit, is a machine with four arms that can be pulled.  It costs a pound to pull each arm, and you can pull the arms for as long as you’d like. The money you get back from each arm may vary in number and probability, and these may change over time.  What is a good way to maximise your earnings?
 (8 marks)

Marking scheme: 

2 points for exploring
2 points for exploiting

2 points for not losing too much

2 points for dynamic utility

Sample answer: 
The task is to find out what each of the bandits utility is.  If the bandits have constant payoff, and at least one of them has a utility greater than 1 pound, you want to figure out which has the highest utility and then play that (exploit).  However, if none has a payoff greater than 1, you want to stop early;  in this case, you might set yourself a limit of say 20 pounds, and play them until you run out of money; of course it’s all stochastic, so you may have a payoff greater than 1, and not find out after 20 initial losses.  If at least one has a payoff greater than 1, you first need to explore to find out what the payoffs are.  You explore by trying the different bandits, say each 5 times.  You then select the one (or ones) that paid off the best.  You might want to continue exploring to refine your measurement of utility.  It might be that one bandit has a payoff of 1000, but only pays off 10% of the time, while another pays off 2 each time, and the other 2 payoff nothing.  Also, you might want to continue exploring because the utility is not constant.  It’s a tradeoff between exploration and exploitation, but also being careful not to lose too much.
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