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<C-AB>Abstract: Steels & Belpaeme refer to the neural plausibility and evolutionary plausibility of their algorithms. Although this is not central to their goal of effective artificial agents, their algorithms are not neurally or evolutionarily plausible. Their communication games are interesting, and more complex games would lead to more effective agents. However, the algorithms could be improved either by using standard subsymbolic algorithms or by algorithms that are really neurally or evolutionarily plausible.


<C-text>We accept Steels & Belpaeme’s (S & B) main point that communication can increase the overlap between conceptual representations of both human and artificial agents. This said, we find several faults with it, including their inconsistent use of arguments, and their poor usage of evolutionary algorithms. We also find two related areas that should be addressed: hierarchical categories and more complex games.


S & B play fast and loose with their overarching methodology. They are inspired by the main approaches to human categorization, but are not constrained by these approaches. This is fine when they are making points about artificial agents, but they frequently make references to evolutionary, environmental, and neural arguments.


For example, they state that their evolution simulations are too slow: “the agents need … at least 400 years” (pg. 31
). This is a legitimate argument against people learning categories by evolution, but it is probably not appropriate for other types of biological systems. For example, fruit flies could learn the category in 20 days. A better argument against humans learning categories by evolution is that a person born to one language group, but raised in a second, learns the second. However, this argument is entirely irrelevant to their main point about artificial agents.

They also describe the use of environmental stimuli (pg. 19
). S & B go into depth about the environment and mushrooms, but, in fact, their stimuli are just a set of 3-tuples. Their simulations have very little to say about the environment.

S & B make frequent use of the word language (e.g., sect. 4). However, their simulations only use labels. This is clearly a different thing from what is typically referred to as language, which includes syntax, grammar, semantics, and pragmatics. At best, their simulations are dealing with a symbol-grounding problem.

We are sceptical of the biological plausibility of RBF 
networks, though individual neurons do seem to map reasonably well to neurons. Moreover, the system they model has a network topology and learning algorithm that does not seem biologically plausible.

We find real problems with the genetic evolution simulations. S & B say that a generation is formed by retaining the best half of the previous generation, and a single mutated copy of each. This is a very high mutation rate, and the mutation that they use is very different from standard mutation. The standard GA 
mechanism involves crossover, and surprisingly, they have none in their simulations. It is not clear why S & B do not use crossover, but it may be because they get saturation in the population. One way to fix this problem would be to use structured GAs (Dasgupta & McGregor 1992). Finally, their population sizes of ten are very small. We find it surprising that this system does as well as reported, because it does not use crossover to explore the search space, mutation, at best, gives simulated annealing, and the number of agents is small. Undoubtedly, a more traditional system would do better. It is a bit of stretch to say that standard GAs are an accurate representation of evolution, and a much greater stretch to say that S & B’s system reflects evolution.

These problems are minor, and do not significantly affect the main points of the article. The main point is to develop agents that have collective shared categories. These categories could be improved by developing more complex environments, and by developing hierarchical categories.


The two games that are explained are very simple. That is, the agents that are being developed are developed to function in very simple environments. One obvious way to improve the agents is to put them in more complicated environments. That is, they could develop in more complex games, and the inputs could be more sophisticated.


The games are simple for several reasons. First, the objects are simple, being made up of 3-tuples. Moreover they are discrete in that they do not overlap.  This could easily be changed by playing the game on standard categorization tasks instead of colors (Cairns et al. 2001). Human agents could even move the categories so that the system shared the vocabulary with the agents. Second, the games are very simple. The discrimination game is entirely about categorization and nothing else. The guessing, as S & B say, is “the most basic language game one can imagine.” A range of more difficult games and environments can be easily imagined, including, for example, different objects, variable pay out, delayed response, and multiple players. These could all significantly affect the type of agent that would be best.


On simple expansion, what we are interested in is hierarchical categories. One of the works that S & B refer to is Rosch (1978
) and one of the major points of her work is that people store hierarchical categories (Rosch & Mervis 1975). The best way to modify S & B’s games to account for hierarchical categories is not entirely clear. A simple way to integrate hierarchy into the problem is to modify the discrimination game. If the target category is very different from the other members of the presentation set, then a high-level category would be used. If the presentation set is similar, then a subcategory would be used. This would be one way to expand the capability of artificial agents.


A host of other game modifications could be proposed: negation, short-term memory, sequences, payoff, deception, and even full-fledged language could be added. It is not clear how well S & B’s agents would respond to these modifications.

As they are not dependent on biologically plausible mechanisms, they could use standard machine learning algorithms and normal programming techniques to enable their agents to have the ability to manage these new game environments. However, a better way might be to use nets that are more biologically plausible. This would enable S & B to develop agents that are more human-like and could use human-like solutions.
<C-text ends>
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